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Abstract—Safety-critical systems require an assessment activity to verify that they are able to perform their functions in specified use environments. This activity benefits from evaluation methods that consider these systems as a whole and not as the simple sum of their parts. Indeed, analysis of accidents involving such systems has shown that they are rarely due to the simple failure of one of their components. Accidents are the outcome of a composite causal scenario where human, software, and hardware failures combine in a complex pattern. Unfortunately, dependability analysis and evaluation of safety critical systems are usually based on techniques and methods that consider human and computer separately, and whose results can hardly be integrated.

The analogies between the processes of: 1) software-reliability growth due to testing and the related fault removal; 2) improvement of man–machine interface due to preliminary operative feedback; and 3) improvement of operator performance due to learning activity; all suggest a common evaluation approach. Only the first one of these processes is currently modeled using mathematical methods.

This paper extends these methods to study the reliability-growth process of other system components: operator and man–machine interfaces. To study the feasibility of the approach, this paper analyzes the results of an experiment in which the reliability of a system is evaluated using trend analysis and reliability-growth models. The evaluation concerns the graphic man–machine interface and the operators, and could easily be extended to the software control system. The experimental results show that trend analysis and reliability-growth models could be complementary to the qualitative evaluation performed within the cognitive science approach. They could offer a quantitative support especially when their information is based on analysis of average values. In this case they could assist several decisions during operator training and especially during interface design, when comparing the effect of different possible interfaces on operator behavior. Moreover they can support the share of the same tools and of the related know-how between the fields of human and software dependability.

Index Terms—Cognitive science, human reliability, man–machine interface, software reliability, system reliability, system safety.

I. INTRODUCTION

INCREASINGLY, computers support humans in carrying out functions requiring either prompt answers, or the solution of complex problems, or decisions based on a large amount of information. The resulting system exhibits a tight integration of software and human resources. In some applications, a failure of this type of system can produce severe harm in terms of human life, environmental impact, and/or economic loss. Typical current examples are the control of nuclear or chemical processes, air traffic control, and transportation systems.

While automation was originally anticipated to decrease the risk arising from operator error, it does not remove people from the systems. Automation merely increases the responsibilities of designers, and moves operators to higher level of supervisory control and decision making. There has been growing recognition of the fact that moving humans to supervisory and emergency-response tasks brings new, previously underestimated, risks. Errors in human decisions and actions still have the potential for extremely serious consequences. At the same time, increased system complexity makes the decision-making process more difficult, both when it is the responsibility of an on-site operator and when it is to be designed (before the system has ever operated) into automated responses by computers and other equipment.

An integrated approach should be applied during the evaluation of systems based on software and human components, to consider their component interactions as well as the interface between the human and the machine. Indeed, analysis of accidents involving such systems has shown that they are rarely due to the simple failure of one of their components. Accidents are the outcome of a composite causal scenario where human, software, and hardware failures combine in a complex pattern. A few, well-known examples of such accident patterns are: 1) The flight-control system of the Phobos I spacecraft, interacting with the ground control, caused the failure of its mission [6]. 2) The Therac 25 radiation therapy machine caused the over radiation of some cancer patients, due to the combination of an architectural flaw with a software bug and operator error [10]. 3) A failure in the hardware of the Crystal River nuclear-plant control-system, combined with a software fault, caused a release of radioactive water [31].

Currently, systems are evaluated using methods that address human, software, and hardware components separately. Most integration efforts are limited to hardware and software co-design, and to some aspects of human–computer interface.
Research usually addresses only one among the hardware, software and human components.

This paper is an experimental attempt to study the reliability trend of systems based on software and human resources. This is done during the phases of operator training, and man–machine interface design. Reliability is evaluated using trend-analysis techniques and reliability-growth models.

Section II introduces one of the most used human-cognitive model in cognitive engineering, describing how humans learn from experience and why their performance and reliability improve with training.

Section III describes the state of the art in modeling and quantifying the reliability-growth process for both human and software, and considers the use of some mathematical methods for evaluating these two system components.

Section IV describes the experiment we organized to study the reliability trend of a simulated system, based on software and human resources.

Section V discusses the results obtained from this experiment.

II. COGNITIVE VIEW OF HUMAN PERFORMANCE AND RELIABILITY

Cognitive psychology is a discipline studying how humans acquire information, represent it internally, and use it to guide their behavior. This discipline emphasizes the role of intentions, goals, and meanings, as a central aspect of human behavior. An influential classification of the different types of information processing involved in control of systems such as chemical-process plant or nuclear-power generation was developed by Rasmussen and is described in [22], [23]. Rasmussen identified three levels of information-processing at growing levels of conscious control, on which the human behavior is based. He defined these levels as “skill-, rule-, and knowledge-based behavior,” describing how switching occurs between the different level of information processing in process control, and how an operator learn from experience.

The skill-based level involves an automated sensory-motor behavior in responding to external signals, with the operator performing the required control-task without conscious attention. Riding-a-bicycle is a good example of this type of behavior: the task is very complex but is performed automatically with the human responding with no conscious attention to signals giving information about speed, slope, and direction. The ability to use this type of behavior in some control tasks is reached and maintained by learning from experience and errors, and using higher levels of information processing for checking progress in the goal-directed activity.

The rule-based level requires a more conscious involvement. Actions are controlled by stored rules or procedures (heuristics); selection of appropriate rules is controlled by inferences about the current state and events. For example, an operator gathers information from various sources and uses them as input to diagnostic rules of the type:

\[ \text{<IF> symptoms are } X \text{<THEN> cause of the problem is } Y; \text{<END_IF>} \]

Then, having established a plausible cause of the problem on the basis of the pattern of indications, an action rule can then be invoked of the form:

\[ \text{<IF> the cause of the problem is } Y \text{<THEN> do } Z; \text{<END_IF>} \]

If, as a result of applying the action rule, the problem is solved, the operator will switch to the skill-based level. If the problem is not resolved, further information can be gathered, to try to identify a pattern of symptoms corresponding to a known cause. If the cause of the problem cannot be established, then the operator must use the highest level of information processing. Again, training, experimentation, and errors are necessary to develop and adjust efficient rules, and to identify the conditions under which the rules should be applied.

The knowledge-based level is used to solve problems that cannot be identified and solved using available rules. “In this situation, the goal is explicitly formulated, based on an analysis of the environment and the overall aims, and a plan is constructed. The plan can be formulated: 1) by selection, where different plans are considered and their effect is tested against the goal; 2) by physical trial and error, or 3) by a conceptual understanding of the functional properties of the environment, and prediction of the effects of the plan being considered” [11].

According to this view, Reason defined [26] four ways by which human cognition shows its processing limits leading to human errors:

- **Slip** occurring when there is a mismatch between intention and action: the intention is satisfactory, but the actions are not carried out as planned. A slip is mainly due to some kind of attentive failure in the low-level of action control, and usually occurs in routine situations characterized by automatic and over-practiced behavior.

- **Lapse** consisting of memory failures, and concerning either the intention of the action under execution, or its correct execution, or the information necessary to perform the action that cannot be retrieved from memory (e.g., tip of tongue).

- **Rule-based error** usually consists of the wrong activation of well-known rules or procedures, either in identifying the situation where the rule should be applied or in adopting the plan of action.

- **Knowledge-based error** occurs when a selected plan, or even the intended goal, is not adequate to solve the problem. Knowledge-based errors are attributed to lack of completeness of the mental models used, and/or a fault in causal thinking. People are not able to recognize properly the relation between different aspects of the problem or to achieve an adequate diagnosis of the problem.

These 4 error-categories show how the computational power of the human mind is also the main source of errors, “Knowledge and error flow from the same mental sources, only success can tell one from the other” [15]. Indeed, considering Slips, Lapse, and Rule-Based errors, one can easily observe the enormous limits of the human brain in performing symbolic computation. Complex symbolic processing can occur only through the mediation of external artifacts such as writing, maps, notation [20]. Without such artifacts, even very simple symbolic processing such as deductive processing are not possible.
An operator performing process control and interfacing with software, uses all three levels of information processing and is subject to all four error-types. The selection of the level depends on training, experience, and novelty of the situation. During training, the operator moves naturally down from knowledge-based to skill-based behavior. The operator also uses errors, especially rule based and knowledge based, as a method to improve and maintain the information-processing ability at all the described levels. Thus one can assume, and easily verify with observation, that the reliability of an operator performing a specific control task improves with appropriate training.

III. STATE OF THE ART IN QUANTITATIVE RELIABILITY EVALUATION

Statistical testing for trend analysis gives quantitative information about the reliability trend of a system, it can be used to help determine whether the system reliability is growing or decreasing. It can be particularly useful to understand the trend when there is a high variation in reliability that alternates local increasing and decreasing periods. In practice, it represents a quantitative support for management for decision making during the testing and validation process [9]. Software-reliability growth models attempt to predict the reliability of software on the basis of its failure and fault-removal history. This is defined as the realization of a sequence of r.v. \( T_1, T_2, \ldots, T_n \), where \( T_i \equiv \) “time spent in testing the program after the fault causing failure \#(i−1) has been removed until failure \#i occurred.” The reliability-growth models follow a black-box approach. No care is given to the single actions causing the reliability-growth and to their interactions. The focus is in their effect, that is in the reliability growth process in its entirety. Several models have been proposed to estimate the reliability in terms of Mean Time To Failure or number of residual faults. References [16] and [32] contain a detailed survey of most of these models. References [2], [3], and [8] contain proposals to decide the most appropriate one for each application, combine the information they provide, or compare them. These models might provide a first, rough reliability estimation and might support project management. In other words they represent a modest but well-understood prediction tool for decision-makers.

In cognitive science, the approach followed while analyzing the reliability of humans in control and supervision is different. The focus of current cognitive engineering is in optimizing the role of the individual in human–machine systems, by understanding how people acquire information, represent it internally, and use it to guide their behavior, in the continuous interaction with the external environment. Little attention has been paid to the quantitative evaluation of human reliability. Cognitive scientists tried to understand the meaning and the sequence of human actions when performing control functions [24]. They developed cognitive models where the single information processing activities and external actions are considered [28]. These models are far too complex for a quantification of their elements and of their interactions. They are used mainly for qualitative consideration with the aim of improving training, equipment design, and procedures. Quantitative considerations regarded essentially timing aspects of human perceptual-motor learning. Perceptual-motor performances of human improve with practice with a relationship that is approximately proportional to a power of the amount of practice [4]. This relation, called power-law of practice, applies to all skilled behavior, both cognitive and sensory motor [19]. But, it has seldom been used to quantify changes in the quality of performances. Most of the work in man–machine interfaces is aimed at providing conditions to optimize human performances and to reduce the probability of failures due to the interface. Guidelines and checklists have been produced to improve the design of interfaces in new systems or to evaluate possible deficiencies in existing ones [27], [29].

System reliability studies are based mainly on the use of formal techniques such as Fault Tree Analysis. Use of this technique and the need to quantify the probability that “human actions are successfully carried out” raised the need of human-error rate estimation. A methodology to provide such an estimation is in [1]; it encompasses task analysis and human-error rate prediction. But, in Fault Tree Analysis, and in similar formal techniques for system reliability evaluation, there is a very mechanistic consideration of humans: they are modeled as hardware components that provide a function when required. The black box approach is applied to humans. A detailed critical analysis of this approach and of its limits is in [25]. One of the main criticisms is that human reliability cannot be assessed in isolation from the external tools that humans use to accomplish a given activity. External tools are essential components of human cognition and, with practice, they become, for humans, the equivalent of internal cognitive tools.

The reliability growth of a system based on software and human resources is the result of:

- software reliability growth due to testing and the related fault removal;
- improvement of man–machine interface due to preliminary operative feedback;
- improvement of the operator performances due to their learning activity.

Table I shows the factors that affect these processes, together with a list of the main techniques used to stress and improve the reliability of the human, interface, and software components in late phases of the system development process.

All the processes lead to a component-reliability growth and these growths are likely to have a similar trend: an initial fast increase in reliability is followed by an asymptotic trend due to limiting factors some of which are in Table I. For example, human learning does not give a complete guarantee that the human who has learned the reason for a particular failure will not fail in those circumstances again. Skill, as well as rules and knowledge, can deteriorate with time for lack of practice; and it is wrong to assume that, if a person possesses a piece of knowledge in a circumstance, this knowledge should be available under all conditions in which it might be useful. Often, the opposite effect is observable: knowledge accessed in one context remains inert in another. For software, something producing a similar effect on reliability can happen, e.g.: there is a certain probability that new faults are introduced during the fault removal process. Even if a fix ensures that the same input con-
 TABLE I
 PROCESSES LEADING TO RELIABILITY GROWTH

<table>
<thead>
<tr>
<th>Technique used to stress the component</th>
<th>Software component</th>
<th>Interface component</th>
<th>Operator component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fault detection and removal.</td>
<td>Interface modification and improvement.</td>
<td>Learning from experience (increasing skill, building rules, increasing knowledge).</td>
<td></td>
</tr>
<tr>
<td>Saturation effect on testing strategies.</td>
<td>Use by different operator with different needs. Operator needs changing with experience. Low frequency condition.</td>
<td>Possibility of rare and never-experienced events. Deterioration of skill, rules, knowledge for lack of practice. Possible phenomenon of fatigue, stress, de-motivation, etc.</td>
<td></td>
</tr>
</tbody>
</table>

This paper experiments with a new approach in the reliability analysis and prediction of control systems: to model the reliability-growth process of the system by considering the human, interface, and software system together as a whole. The approach assumes that system-failure is a process that appears to the observer to be random, and that this assumption can be adopted for the failures due to the software, interface, and human components. Then, the whole process can be modeled as stochastic. Software reliability growth is currently analyzed and modeled using mathematical methods such as trend-analysis techniques and reliability models. Adopting the described assumption, these tools can be extended to model the reliability growth and to estimate the future behavior of each system component and of the system as a whole.

IV. AN EXPERIMENT OF RELIABILITY TREND-ANALYSIS AND ESTIMATION

Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>discrete time variable</td>
</tr>
<tr>
<td>$N$</td>
<td>observation period of time</td>
</tr>
<tr>
<td>$i$</td>
<td>input variables</td>
</tr>
<tr>
<td>$I$</td>
<td>set of the input variables</td>
</tr>
<tr>
<td>$c$</td>
<td>control variables</td>
</tr>
<tr>
<td>$C$</td>
<td>set of the control variables</td>
</tr>
<tr>
<td>$s$</td>
<td>output variables describing the state of process</td>
</tr>
<tr>
<td>$S_a$</td>
<td>subset of acceptable output variables</td>
</tr>
<tr>
<td>$S_u$</td>
<td>subset of unacceptable output variables</td>
</tr>
<tr>
<td>$S$</td>
<td>$S_a \cup S_u$; set of the output variables</td>
</tr>
<tr>
<td>$P$</td>
<td>process to be controlled</td>
</tr>
</tbody>
</table>

A. Assumptions

1) A system failure, due to the software, interface, and human components, is a process that appears to the observer to be random, and can be modeled as stochastic.
2) The set of the input variables ($I$) represents the actual operational variables of the system.

B. Description of the Approach

Through a Man–Machine Interface the operator had to control a simulated process, by setting the control variables to keep the process output variables within a predefined range.
The value of the output variables, and any failures in keeping them within the required range was recorded.

The process to be controlled was simulated with a function $P: S \times I \times C \rightarrow S$.

After giving the initial conditions $i(0)$, $i(1)$, and $s(1)$, the process evolved with:

$$s(n) = P(s(n-1), i(n), c(n)), \quad n = 2, \ldots, N; \quad (1)$$

$$i(n) \equiv f(r(n), i(n-1) - i(n-2), i(n-1)); \quad (2)$$

for a given function $f$, and with $c = c(n)$ given by the operator as shown in Fig. 1.

After a simple preliminary training, the operator was required to select the $c$ such that $s \in S_n$ for a pre-defined period of time, $N$. The condition $s \in S_n$ is considered a control-system failure due to an operator error, and the interfailure times were recorded.

C. Hypotheses

From the aims described in Section III, and the organization of the experiment, the following work hypotheses were derived.

1) Operators can learn from their experience and can improve their performance over time. Thus, interfailure times grows with $n$.

2) Operators using a better Man–Machine Interface will learn their task more easily than operators with a less usable interface; this affects the interfailure times.

3) Trend-analysis and reliability-growth models can be used to study the reliability-growth of the operators during training, when using a specific man–machine interface and a specific piece of software.

4) Trend-analysis and reliability-growth models are useful to compare the influence of different man–machine interfaces on the reliability-growth of the operators.

D. Description of the Experiment

1) Simulated Process and Control System: Several process-control problems have been proposed in the literature, to be used as subjects for research in neural-network control methods, or in other forms of learning control. Our selection criterion was to have a control problem requiring from the operator a cognitive effort analogous to the one required in real control and supervision tasks. Use of 3 levels of information processing (skill-, rule-, knowledge-based) was considered more important than the size or the complexity of the problem. The simulated process is a modified version of the blending-process simulator [30] and is shown in Fig. 2.

From the vessels 1–3 the operator has to transport the liquids A, B, C to vessel 4; A, B, C are to be mixed. The operator has to fill vessel 4 with a specified mixture of A, B, C. To fulfill this task, the operator can use a complex of tubes of different flow, controlled by on–off valves and 2 pumps having an adjustable flow and a nonlinear response. The composition of the mixture can change with time, and the operator must perform some additional, less important, control activities at the same time (e.g., control of liquid-level in additional tanks). A software system, developed for the purpose,

- simulates the dynamic process to be controlled;
- provides the interface between the operator and the software control system;
- records all the failures that occur.

The software system and the experimental set-up were validated by a first set of 14 subjects playing the role of operators. On the basis of this preliminary use, a second version of the interface was designed, with a more explicit and “transparent” representation of the system to be controlled. This was obtained by showing “the control elements inserted in the architecture of the system to be controlled.” This way, operators can distribute the cognitive process between their mind and the interface, tolerating the mental workload, and having a better comprehension of their control task [33].

2) Subjects: The subjects were 20 students (male and female) aged between 20 and 30 years, with a University or high school degree. The only specific experience required was the use of computer-pointing devices.

3) Experimental Variables: All subjects received written instructions followed by an oral explanation of the control system and of the control task to perform. They operated contemporaneously, in the same environment, using the same type of hardware. Ten subjects were assigned to each of the two versions of
the interface, and performed their control task for a predefined time. They are called group A (those using the first version of the interface) and group B (using the second version). Subjects were assigned to group A or B randomly, with an equal distribution of males and females to avoid intersexual effects. All the operators were interviewed after the experiment using the Yoked technique to control: how they used the different level of information processing during the experiment, and the adequateness of the interface used.

4) Selection of the Trend-Test Techniques and of the Reliability-Growth Models: A comparison of some analytic trend-tests was reported in [9]; it showed the adequateness of Laplace test [5] when the successive failures to be studied are governed by a NHPP. The NHPP assumption is quite obvious here because of the high variation in reliability, that alternates local increasing and decreasing periods. The Laplace test was complemented with the arithmetic mean of the interfailure times. This is a simple, straightforward trend test, directly related to the observed data, that can be useful to study the average trend. As for reliability-growth models, recent work, e.g., [2], [13], have shown that the evaluation of the model performances (statistical evaluation of the fit of the data estimated with the real data) and recalibration of the model are sometime more important than the characteristics of a reliability model in itself. Due to the complexity of a system involving humans as well as the man–machine interface, a new model risks having parameters whose physical meaning is ambiguous or not adequately considered. Thus, the correct use of existing software reliability-growth models was considered as more advisable than the development of new, specific models, at least in this preliminary study. Selection between existing software reliability-growth models was based on assumptions: assumptions that are acceptable for software might not be admissible when dealing with human behavior. A finite number of faults can have a meaning in software, but does not hold for humans when there is always the possibility that the same error is repeated. Then, three infinite-failure category models were selected: Geometric model that assumes an exponential distribution of the time between failures; M–O model that assumes a Poisson-type distribution; L&V model, a Bayes model. These models were applied and evaluated using the tool CASRE [14].

V. EXPERIMENT RESULTS AND DISCUSSION

A. Results

Fig. 3 shows, for each failure, the average of the interfailure times for the operators of the groups A, B. Data of the single operator are not reported here for reasons of clarity and simplicity. Table II shows the standard deviation and the analysis of variance, with the effect on $\bar{\tau}$-significance for hypotheses 1 and 2.

Fig. 4 shows the arithmetical mean of the interfailure times for the 2 operator-groups, with the mean calculated for each single failure as

$$\bar{\tau}(i) = \frac{1}{i} \cdot \sum_{k=1}^{i} \theta_k$$  \hspace{1cm} (3)

$\theta_k$ are the interfailure times.

The increasing series of $\tau(i)$ indicates a clear reliability growth for the operators, confirming the intuition given by the analysis of the raw data.

Fig. 5 shows the results of the Laplace test for the operators of groups A and B. The value of the Laplace factor is derived as in [9]. The Laplace test shows that the growing trend for the operators of group A is not constant until failure 8. For this group the Laplace factor is stable from failures 1 to 4, indicating local reliability fluctuations. For failures 6–8, the Laplace factor is increasing, indicating a local reliability decrease, despite an overall reliability-growth. After failure 9, the Laplace factor indicates a clear growing trend in reliability.

Fig. 6 shows the results of the Laplace test considering a reduced set of failure for group A. This graph skips the local reliability fluctuations that group A showed until failure 8. After this...
filtering activity, the reliability trend of the two groups are quite similar. In practice, only the trend of the test is relevant, negative values of the Laplace factor indicate a decreasing failure intensity, while positive values indicate an increasing failure intensity. The possible reason of these global trends and of the initial local fluctuations of group A are discussed at the end of this section.

Three reliability-growth models were applied to raw data of groups A and B. The best models for predictions from specific data must be selected by analyzing the accuracy of past predictions on the same data. CASRE provides several analysis techniques (goodness of fit, PL, bias, noise, and trend) for the models available. Table III shows the result of this analysis for the models used.

The L&V model was selected for the data of group A. This model has a low “goodness of fit” (it does not fit the data at the 95% s-significance level), but it has the lower “noise” and best PL. In addition its bias is very stable (optimistic) during the whole period of observation.

Fig. 7 shows the results of the application of this model compared with the raw data. The M–O model was selected for the data of group B. This model shows the best goodness-of-fit (even if this model does not fit the data at the 95% s-significance level) and PL with this set of data. The points from 21 to 24 in Figs. 7 and 8 show the reliability trend predicted by the models. They confirm the growing reliability trend of the operators, but one must consider that the models’ evaluation of Table III has shown a s-significant optimistic bias for both models.

In Fig. 9 the L&V model is applied to the raw data of group A, using only the first 16 data points. The model is then used to estimate the reliability growth from point 17 to point 20; then this estimate is compared with the actual data points.

Fig. 9 offers an intuitive piece of information about the predictive ability of the model, that can complement the PL data shown in Table III. Fig. 10 shows the same information for the M–O model applied to the raw data of group B.

### Table III

<table>
<thead>
<tr>
<th>Model name</th>
<th>Data Group</th>
<th>(-\log(\text{PL})^*)</th>
<th>Model bias</th>
<th>Bias trend</th>
<th>Model noise</th>
<th>K-S-D</th>
<th>95% Fit of K-S-D</th>
</tr>
</thead>
<tbody>
<tr>
<td>L&amp;V</td>
<td>A</td>
<td>8.191E001</td>
<td>4.796E-001</td>
<td>2.233E-001</td>
<td>1.078</td>
<td>4.171E-001</td>
<td>No</td>
</tr>
<tr>
<td>M-O</td>
<td>A</td>
<td>8.277E001</td>
<td>4.541E-001</td>
<td>2.564E-001</td>
<td>1.452</td>
<td>4.079E-001</td>
<td>No</td>
</tr>
<tr>
<td>Geometric</td>
<td>A</td>
<td>8.556E001</td>
<td>3.465E-001</td>
<td>2.796E-001</td>
<td>1.541</td>
<td>3.898E-001</td>
<td>No</td>
</tr>
<tr>
<td>L&amp;V</td>
<td>B</td>
<td>8.615E001</td>
<td>4.777E-001</td>
<td>1.111E-001</td>
<td>1.458</td>
<td>4.635E-001</td>
<td>No</td>
</tr>
<tr>
<td>M-O</td>
<td>B</td>
<td>8.59E001</td>
<td>5.749E-001</td>
<td>1.189E-001</td>
<td>2.221</td>
<td>4.475E-001</td>
<td>No</td>
</tr>
<tr>
<td>Geometric</td>
<td>B</td>
<td>8.604E001</td>
<td>4.866E-001</td>
<td>1.112E-001</td>
<td>1.082</td>
<td>4.570E-001</td>
<td>No</td>
</tr>
</tbody>
</table>

*With an estimate of the parameters based on the first half of the raw data

Fig. 6. Laplace test over a reduced set of data for group A.

Fig. 7. L&V model applied to the data of group A.

Fig. 8. M–O model applied to the data of group B.

B. Discussion

The first two work-hypotheses are confirmed by the analysis of variance in Table II. The first work-hypothesis is a quite obvious result that can be easily confirmed by observation. The second work-hypothesis supports the idea that different interfaces could be evaluated on the basis of the operator reliability-growth. But this result has a meaning only if one considers the average performance of different operators. There was a high
level of fluctuation in the reliability of single operators and a high variance between different operators. This is also shown by the $S$-significance level = 0.05 for the second work-hypothesis.

The validity of the other two work-hypotheses is less evident and is based more on interpretation of the experimental data. Even the analysis of the raw data can show intuitively the superiority of the new interface, used by group B. This analysis shows that with the new interface, operators have part of the knowledge required to control the system, immediately available and represented externally by the interface display. This reduces the effort required to begin working correctly with the plant. After a certain period (after failure 12 in our data), operators working with the old interface reach the same level of knowledge, creating an internal representation of the same information. At this point the difference between the two interfaces decreases. The remaining difference could be because: in particular stress conditions the new interface still has the advantage of reducing the mental workload of the operator. This claim is confirmed and strengthened by the analysis of the trend tests. The arithmetic mean clearly shows the learning process of the operators, eliminating the local fluctuation. This advantage is more visible with the data concerning the single operators (not reported here for lack-of-space) because local fluctuations are more evident than when dealing with average values. Another phenomenon that can be appreciated from trend test is the “saturation” effect of the training process. After a certain period (approximately 14 failures) the increasing trend is less evident, perhaps because of a reduced ability of the operators to increase their skill just from simulation.

This type of information could be used to complement those that are usually used to control the learning process of the operators.

The initial differences between groups A and B are shown also by the Laplace test. But this test evidences also what happens after the initial phase, when the differences between the two interfaces affect less heavily the operator performances. Consider a reduced period of observation for group A, skipping the first seven failures, as shown in Fig. 7, then the Laplace test shows that the reliability trends of the two groups are quite similar.

The reduced number of failures makes the advantages of using trend analysis less evident: most of the observation described in this section could be based on the direct analysis of the raw data. Such an analysis can become much more complex and even unfeasible with the larger failure data sets available in real cases.

Figs. 7 and 8 show the reliability-growth predicted by the two reliability-growth models offering the best predictive ability. These predictions confirm the asymptotic trend of reliability that can be extrapolated from the observation of the raw data and from the trend analysis. The applicability and usefulness of these models is perhaps less evident. Models offering the best predictive accuracy show a constant optimistic bias, and none of the applicable models could fit within 95% of K–S–D. This might be due to the scarcity of the failure-data available (only 20 for each group) that reduces the importance of this study, especially for the reliability-growth models. For larger failure-data sets, trend analysis could improve model applicability by supporting the selection of the best model to use, and by filtering the raw data to eliminate local reliability fluctuations. Use of other models, able to consider the learning process implicit in fault removal, such as the one in [7], could perhaps simulate better the effect of the human knowledge-growth during training. This experiment considered the set of the input variables as representative of the actual operational variables. An analysis of the sensitivity of reliability-growth models, to possible errors in the operational profile [21], should be considered for this specific application context.

C. Limitations

Quantification is extremely difficult when dealing with human behavior, and inappropriate generalizations of preliminary results can be completely misleading. Thus, consider carefully the limitation of this study when trying to draw general conclusions.

The results changed substantially from subject to subject, even when the subject operating conditions (e.g., interface they were using, task to perform) remained the same. Results obtained from one operator performing a specific task can be considered valid for that operator in those specific operating conditions only. General observations can be drawn only when averaging the results of several different subjects and keeping in mind that single operators can have appreciable distance from the mean results. The complexity of the control problem was limited for practical reasons. Then, the operators reached a good level of control of the simulated process with a limited number of training sessions and a limited number of failures. To mitigate this limitation, we verified the cognitive effort and the type of information processing used by the operators when dealing with the simulated control problem. This was done by analyzing the results, and interviewing the subjects after the control sessions. Even with the obvious differences of scale and complexity, there was the activation of the same cognitive mechanisms and the use of all levels of information processing required by a real process control problem.

The experimental conditions can be quite different from the real operating conditions of an operator. The sessions were concentrated within a reduced period of time. This resulted in reduced deterioration of skill. And the quality of human answer is strongly affected by factors such as stress, fatigue, and motivation, over which there was very limited control. For example,
the operator does not give the same value to simulation as to reality. Again this could result in high fluctuation in reliability and in appreciable differences among different subjects.

In real conditions, operator training simulation is complemented by several other techniques. The experimental conditions reproduced only part of the operator training process. Conclusions about the usability of trend analysis and reliability-growth models during operator training must consider this limitation.

A limited number of failures were considered during the experiment, while trend tests and software reliability-growth models would require a much larger set of data. But, from a practical viewpoint, this limitation could strengthen the experimental results. Trend tests are likely to show their effectiveness, in supporting the analysis of the reliability trend, much better with larger samples of data, while the direct analysis of the raw data can be less intuitive and immediate. Analogously, software-reliability growth models are likely to fit better when dealing with larger data sets.
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